
Cloud-Integrated Cyber-Physical Systems for Complex
Industrial Applications

Zhaogang Shu1
& Jiafu Wan2

& Daqiang Zhang3
& Di Li2

Published online: 28 November 2015
# Springer Science+Business Media New York 2015

Abstract Recently, with many advances in wireless sensor
networks, big data, mobile and cloud computing, Cyber-
Physical Systems (CPS) can tightly couple cyber space with
the physical world better than ever before. Also, the cloud-
based systems can provide massive storage resources and low-
cost computing as well as the flexibility of customizing the
operating environment to Complex Industrial Applications
(CIA). In our view, Cloud-integrated CPS (CCPS) will open
the door to allow previously unachievable application scenar-
ios to be built, deployed, managed and controlled effectively.
In this paper, we propose a novel architecture of CCPS
(termed CCPSA) and outline the enabling technologies for
CIA. Then, we dissect three potential challenges and provide
solutions from the perspective of CIA, including virtualized
resource management techniques, the scheduling of cloud re-
sources, and life cycle management. We hope this paper can
provide insight and a roadmap for future research efforts in the
emerging field of CCPS.

Keywords Cyber-physical systems . Cloud computing .

Industrial wireless networks . Complex industrial
applications . Big data

1 Introduction

Cyber-Physical Systems (CPS) are reliable and evolvable
networked time-sensitive computational systems integrated
with physical processes, and are being widely used in many
critical areas, such as manufacturing, traffic control and safety
[1, 2]. Recently, CPS has made great strides in some aspects
(e.g., safety and security [3, 4], abstraction and verification
[5], modeling [6], data processing [7], and control [8]), but it
requires more attention on other approaches. For example, it is
necessary that the design of an innovative methodology for
closely combining CPS with cloud computing meets the re-
quirements of industry 4.0, i.e., the Complex Industrial Appli-
cations (CIA).

Since cloud computing has the ability to provide a flexible
stack of massive computing, storage and software services in a
scalable and low-cost manner, it has been widely used [9, 10].
Nevertheless, it is generally known that the majority of current
cloud systems and the corresponding techniques primarily
focus their attention on Internet-based applications. The CIA
brings in challenges to cloud computing, since they are sig-
nificantly distinguishable from those service-oriented Inter-
net-based applications due to their inherent characteristics,
such as workload variations, real-time scheduling, and adap-
tive resource management.

With advances in embedded design, wireless sensor net-
works, mobile computing and big data, it is an inevitable trend
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in designing large-scale complicated systems by integrating
CPS with cloud computing, and CIA is not an exception.
Cloud-integrated CPS (CCPS) refers to virtually representing
physical system components such as sensors, actuators, robots
and other devices in clouds. It involves accessing (e.g., mon-
itoring, actuating and navigating) those physical components
through their virtual representations, and processing the large
amount of data collected from physical components in clouds
in a scalable, real-time, efficient, and reliable manner. Partic-
ularly, integrating cloud computing techniques (e.g.,
virtualization) with CPS techniques (e.g., real-time schedul-
ing, and adaptive resource management and control) will al-
low previously unachievable systems such as cloud-integrated
manufacturing and cloud-integrated vehicles to be deployed
effectively.

In this paper, we explore the simplified architecture
and the enabling technologies in the design of CCPS
for CIA, review several challenges and provide potential
solutions to improve the Quality of Service (QoS) of the
related CCPS. We highlight the insights and contribu-
tions as follows.

The simplified architecture of cloud and CPS: By in-
corporating the dynamic interactions between the cloud
and CPS, we propose a novel CCPS Architecture (termed
CCPSA) to provide flexible services and applications for
CIA.

The challenges and solutions of CCPS for CIA: We care-
fully choose the challenges from the perspective of CIA and
give possible solutions, including virtualized resource man-
agement techniques, scheduling of cloud resources, and Life
Cycle Management (LCM).

The remainder of the paper is organized as follows.
Section II reviews the related work on CPS and cloud
computing. In Section III depicts CCPSA and its enabling
technologies in detail. In Section IV, we discuss key tech-
nology challenges for CCSPA and corresponding solu-
tions, which would be proven effective through practice
and experiments. Finally, Section V concludes this paper
and provides an outlook.

2 Recent Advances in CPS and Cloud

In this section, we briefly review the recent advances related to
CPS and cloud computing, and analysis results are
summarized.

As mentioned above, CPS has made significant
achievements recently. In Ref. [11], R. Rajkumar pro-
posed that the technical challenges of CPS would be over-
come in the near future, which would result in a science
of CPS and new technological solutions. In this way,
practical, affordable, and reliable CPS would be deployed
in many domains. In Ref. [5], Rajhans et al. studied the

abstraction and verification of the procedure, and an ar-
chitectural framework for CPS was proposed by using
structural and semantic mappings to ensure consistency
and enable system-level verification. In Ref. [12],
Vamvoudakis et al. designed a game-theoretic approach
to estimate a binary random variable based on sensor
measurements that may have been corrupted by a cyber
attacker. For the control of CPS, especially wireless con-
trol and event-based control, Demirel et al. [13] studied
wireless control loops with sensor measurements commu-
nicated over an unreliable and energy-constrained multi-
hop wireless network. As a result, a modular design meth-
od was developed that jointly optimized packet forwar-
ding policies and control commands. In Ref. [14], an
event-based state estimation problem was studied where
the sensors triggered their transmission to a fusion node
only if their associated measurement prediction variance
exceeded a certain threshold. In addition, many applica-
tion scenarios of CPS can be found in Ref. [15–17].

Cloud computing has been widely used in recent
years. So far, it has achieved abundant research results.
Baliga et al. [18] provided a comprehensive energy con-
sumption analysis of cloud computing. The analysis
considered both public and private clouds and included
energy consumption in switching and transmission as
well as data processing and data storage. Warneke
et al. [19] exploited dynamic resource allocation for
efficient parallel data processing in the cloud. Khazaei
et al. [20] analyzed the pool management scheme for
cloud computing centers. In Ref. [21], network
virtualization and software-defined networking for cloud
computing were summarized. Xiao et al. [22] adopted
an attribute-driven methodology to systematically study
the security and privacy issues in cloud computing. In
addition to these results, the most popular cloud com-
puting platforms, such as Amazon, Google, and IBM,
have appeared in various domains, such as intelligent
transportation systems [9], and the manufacturing indus-
try [15].

Most of the literature on cloud and CPS, except for
Refs. [2, 9], have made contributions from the perspec-
tive of separation. In Ref. [2], a context-aware vehicular
CPS with cloud support was proposed, and two crucial
service components (vehicular social networks and
context-aware vehicular security) were introduced. In
Ref. [9], Wan et al. designed a new architecture (termed
VCMIA) by integrating vehicular CPS with mobile
cloud computing, which can provide mobile services
for potential users such as drivers and passengers to
access mobile traffic clouds.

From the above, we can see that advances in wireless
communication techniques, mobile and embedded com-
puting, and distributed network control are boosting a
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growing interest in the design, development, and de-
ployment for the emerging applications of CIA. This
leads to an increasing evolutionary tendency that tradi-
tional industrial applications will migrate to CCPS for
CIA.

3 CCPS for CIA: an inevitable trend

The work in Ref. [23] pointed out that a CPS for CIA requires
three levels (see Fig. 1): 1) the physical objects; 2) data models
of the mentioned physical objects in a network infrastructure;
and 3) services based on the available data. Depending on the
cloud platform, the components and other entities in industrial
production would be assigned their own identities in the net-
work. They could either negotiate with each other or could be
interconnected and simulated. In this section, we will propose
a CCPS Architecture (termed CCPSA) for CIA and discuss its
enabling technologies.

3.1 Proposed architecture: CCPSA

CCPS can be divided into three different domains: network-
centric CPS, cloud-centric CPS, and data-centric CPS, corre-
sponding to communications, control, and computation re-
quirements of industrial development and deployment.
Figure 2 shows the proposed CCPSA for CIA.

From the perspective of LCM, through social comput-
ing, the new industrial mode can transform traditional en-
terprises into intelligent enterprises that can actively sense
and respond to customers’ individualized needs on a mas-
sive scale. The key to the success of this new mode is to
effectively integrate social demands and production

capacity in real time. Therefore, it is imperative to combine
the two emerging fields of social computing and industrial
production, as well as to seamlessly connect the Internet to
logistic networks with industrial robots and 3D printing
based manufacturing networks, so that customers can also
participate fully in the whole life cycle of the production
processes. In Fig. 1, the dotted line shows the process from
social requirement to the final product.

From the perspective of the architecture, intelligent
factories can autonomously implement the productive
process with the support of new devices and technolo-
gies, such as industrial robots, Industrial Wireless Net-
works (IWN), and advanced coordination mechanisms.
For example, in order to reduce the energy consumed
by a vehicle body assembly line, the idle robots can be
powered down during breaks in production by sensing
each other’s statuses. Such a flexible assembly line
could meet individual customer requirements. In the
manufacturing process, all the data (e.g., device status,
product information, and raw material information) can
be forwarded to an industrial cloud for carrying out data
analysis and then providing a personalized service.

As mentioned, since CIA has inherent features (e.g.,
workload variations, real-time scheduling, and adaptive
resource management), current cloud systems cannot of-
ten meet the application requirements of CIA. To ad-
dress these problems, it is necessary to develop efficient
virtualization techniques to improve resource manage-
ment, feature-aware multi-dimensional resource schedul-
ing, etc. By achieving major breakthroughs in models,
methods and techniques, we could establish the resource
management and scheduling systems targeting CIA in
clouds. In the application layer, some innovative
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services (e.g., LCM) and decisions (e.g., production
guidance) are also provided by designing the big-data-
based applications.

3.2 The enabling technologies for CIA

As pointed out in Ref. [23], the revolution of CIA is
not necessarily the technical realization but the new ho-
rizon of business models, services, and individualized
products, so the enabling technologies of CIA are very
important to strengthen the functionality and perfor-
mance of the whole CIA system. The novel designs of
the CIA system are challenging, which requires the sig-
nificant optimization, control, or even reconstruction of
all layers and components in the system, as stated in
Ref. [24, 25]. Therefore, various research studies have
focused on specific aspects of CIA, which can be clas-
sified by seven components, Embedded Control Systems
(ECS), IWN, AGV & 3D printing, industrial cloud, in-
dustrial big data, social computing, and system integra-
tion and optimization decision. These features are illus-
trated in Table 1 (since we perform the research in this
paper from the perspective of information technology,
the AGV & 3D printing are not included in the table).

Although many achievements have been made on
CIA, there are still many new issues and challenges in

the context of CCPS we will focus three aspects
(virtualized resource management techniques, scheduling
of cloud resources, and LCM) to state the challenges
and possible solutions in the next section.

4 Challenges and possible solutions for CIA

4.1 Virtualized resource management techniques for CIA

Cloud computing centers usually provide thousands of
virtual computing nodes and virtual storage devices via
virtualization technology, its resource organization mode
can be regarded as a group of virtual nodes and virtual
storage devices that compose a big resource pool, and
resource scheduling algorithms will allocate these re-
sources to the corresponding tasks according to various
application requirements. Compared to traditional High
Performance Computing (HPC), cloud computing has
the unique advantage of satisfying the requirements for
CIA in cost reductions, high maintainability and so on,
but it is still difficult to achieve ideal performance be-
cause of the particularity of the CIA.

Firstly, CIA often requires large amounts of calcula-
tion and low latency communication, but existing cloud
computing resource organization modes are based on

physical host 1 physical host 2 physical host 3

VMM1 VMM2 VMM3

Virtual cluster 1
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Fig. 2 Virtualized resource management framework for CIA in cloud environments
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virtualization technology, which increase the communi-
cation latency greatly, so it conflicts with the perfor-
mance requirements of CIA. Secondly, CIA contains
large amount of components whose resource features
are very different, such as resource type and resource
capacity. For example, some components may be com-
putationally intensive, which may require more comput-
ing resources but less storage resources. On the con-
trary, other components may be I/O-intensive, which
may require more I/O resources but less computing re-
sources. Generally, existing cloud environments contain
only approximate isomorphic computing nodes, storage
nodes or I/O nodes, which may not be flexible enough
to adapt to the above situation. Therefore, the existing
virtualized resource management techniques are not suf-
ficient to effectively support CIA to obtain high perfor-
mance in CCPS.

To satisfy the new requirements (e.g., heterogeneous
computing, large amounts of synergy nodes, and low com-
munication latency between virtual nodes) for CIA in cloud
environment, we propose a virtualized resource manage-
ment framework, as illustrated in Fig. 2. This framework
adopts a set of vectors to describe computing performance,
memory capacity, communication bandwidth and I/O per-
formance, instead of the traditional parameters, such as
CPU frequency to mark computing power. With the support
of the vectors, the framework can conduct a comprehensive
evaluation for all virtualized resources. The virtualized re-
source management technologies targeting CIA include
four aspects: workflow- oriented virtual cluster manage-
ment technologies, disk I/O optimization techniques in

data-intensive environments, network I/O optimization
techniques in communication-intensive environments, and
virtual machine asynchronous lifecycle management mech-
anisms. In the following, we will analyze how to carry out
the virtualized resource management for CIA.

1. Workflow-oriented virtual cluster resource management

The resource requirements of the components of CIA may
be analyzed in the workflow diagram according to the char-
acteristics of each component, fully considering performance
loss across the physical host, and setting the scale of required
resources through heuristic optimization algorithms. When
the resources scales are small, the optimal configuration can
be obtained through genetic, simulated annealing, or ant col-
ony algorithms. For larger resources scales, the affinity and
dependence of all components must be analyzed in the
workflow diagram according to the resource feature vectors.
For example, in order to obtain the mapping from the virtual
CPU to the physical CPU, fuzzy mathematics may be used to
get the fuzzy definition of computing capacity requirements.
We then take the efficient heuristic algorithm, and finally pro-
duce the reasonable computing resources scale. Based on the
scale, the collaborative scheduling mechanism can be de-
signed for the virtual CPU across physical hosts. The general
steps are as follows. First, we analyze the source of commu-
nication latency in the virtual cluster. Second, we prove the
correctness of collaborative scheduling in theory. Finally, we
implement the collaborative scheduling algorithm.

Aworkflow is commonly represented by a directed acyclic
graph (DAG) G = (T,D) with n nodes (or tasks), where ti ∈

Table 1 A summary of the enabling techniques of all components of the CIA system

Components Topics Future research targeting on CCPS for CIA

Embedded control systems Model-based design: [26, 27] Interactions and co-design of cyber- and physical sub-systems

Resource management: [28] Collaborative energy-saving design of hardware and software

Integrated control & scheduling:
[29]

Efficient integration among control, communication, and computing

Industrial wireless networks Standards: [30] Emerging standards and protocols (e.g. IEEE 802.15.4, 6LoWPAN)

MAC protocols: [31] Energy efficiency of IWN

Routing protocols: [32] Optimization and control of IWN

Industrial clouds Scheduling & management: [33] Scheduling of the cloud resources for industrial applications

Virtualization: [34] Virtualized resource management techniques for industrial applications

Security: [35] Data security (e.g., transmission, processing and storage)

Industrial big data Methodologies: [36] Data-driven control, data visualization, and real-time data retrieval
methods

Platforms & applications: [37] Case studies, such as prototype platform

Social computing Theories: [38] Data clustering and classification targeting on CIA

Typical platforms: [39] Case studies, such as prototype platform

System integration & optimization
decision

Coordination mechanisms: [40] Formal methods for interaction behaviors among devices

Distributed network control: [41] Coordination control of multi-agent systems with various constraints
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T (1 ≤ i ≤ n) is a workflow task with computation cost ci ∈
R+and di , j∈D(i ≠ j) is a dependency between and tiand tj with
an associated communication cost ci↔ j ∈ R+. Commonly, the
nodes in the directed acyclic graphs are labeled with their
computational cost (e.g. the number of instructions), while
edges are labeled with the communication cost between two
nodes. A cloud is a set of heterogeneous resources R = {r1, r2,
… , rn}, with associated processing capacities pi ∈ R+, con-
nected by network links. Each resource ri ∈ R has a set of links
Li = {li1, li2, … , lim}(1 ≤m ≤ n),where lij ∈ R+ is the available
bandwidth in the link between resource r1 and r2. Task sched-
uling is a function schedule DAG:T→ R, where each task ti ∈ T
is mapped to a resource ri ∈ R.

It is worth mentioning that the QoS becomes an important
vector for collaborative scheduling algorithms in virtual clus-
ters. Therefore, most components of CIA must be given a
feature (U, V) that is quantifying QoS (termed QoS-sensor),
which can be used to determine the priority of each compo-
nent in the scheduling mechanism. Depending on the
workflow-oriented virtual cluster management technology,
we can effectively improve the performance of CIA in cloud
environments.

2. Asynchronous lifecycle management of virtual machine
resources

The virtual machine lifecycle management includes the
creation, startup, configuration, optimization, preservation,
restoration, cloning, closure and other activities of virtual ma-
chines. Combined with virtual machine template technology,
virtual machine lifecycle management can cooperate with the
efficient shared storage or store a snapshot in the cloud envi-
ronment, which can effectively create virtual machines quick-
ly. Through the technology of virtual machine cloning and
virtual machine memory recovery, the problem of launching
a large number of virtual machines in a short time can be
solved. The problem for destruction of virtual machines is
relatively simple, but it is necessary to guarantee that virtual
machine persistent storage must be protected.

3. Disk I/O resource optimization in data-intensive
environments

Usually, many intermediate files are produced in the data-
intensive CIA workflow, and these intermediate files may be
stored on disk through virtual machine I/O interfaces. In order
to improve the I/O performance, it is necessary to analyze the
characteristics of virtual machine disk access and optimize
disk I/O scheduling algorithms, but the premise is not to
change the transparency and encapsulation characteristics of
virtual machines.

To satisfy I/O requirements, such as response time and
deadline, the traditional disk I/O scheduler, such as EDF

(Early Deadline First), ignores the locality issues of disk op-
erations during system execution. However, I/O requests in
CIA have strong locality relations in data-intensive environ-
ments because a cloud platform allocates storage space for
different applications from same virtual machines in the same
sector or nearby sectors. To resolve this issue, we propose a
disk I/O scheduling framework for CIA, called DISF-CIA.
The framework is composed of a QoS controller in the back-
end driver and a locality-aware scheduling algorithm in the
native driver. The QoS controller assigns an I/O threshold for
each virtual machine to control the throughput of each virtual
machine according to its workload and service type. The
locality-aware scheduling algorithm is developed based on
the deadline modification SCAN algorithm, which is an im-
proved EDF algorithm. Figure 3 shows the architecture of
DISF-CIA.

We integrated the DISF-CIA scheme on a Xen-based
hypervisor. In order to measure the performance of DISF-
CIA, we generated random access patterns and sequential ac-
cess patterns, and these patterns were run on a Xen-based
hypervisor integrated with DISF-CIA Scheme. The hardware
environment includes two physical machines and correspond-
ing virtual machines. In our experiments, we generated two
data sets that had some characteristics of CIA. The first data
set was generated to simulate conditions where the virtual
machine runs a sequential access application, such as multi-
media streaming servers. The second data set contains many
random access I/O requests, which can simulate conditions
where CIA accesses many small files. Table 2 shows the de-
tails of the generated data sets.

We measured the total number of I/O operations per second
(IOPS) between DISF-CIA and traditional EDF schedulers.
IOPS is a common performance measurement used to bench-
mark computer storage devices, such as hard disk drives
(HDD). We also compare the number of missed deadline jobs

guest OS

hypervisor

disk device

guest OS guest OS

...
frontend frontend frontend

backend-interface

QoS-controller for throughput

locality-aware scheduling algorithm

Fig. 3 The Architecture of DISF-CIA
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and latency. Figures 4 and 5 shows the IOPS comparison for
sequential access pattern and random access pattern respective-
ly. Comparedwith EDF, DISF-CIA improves the IOPS by 5%-
7 % in the sequential access case. For the random access case,
the DISF-CIA improves the IOPS by 5%-8%. In a comparison
of the number of missed deadlines, Fig. 6 shows that the DISF-
CIA also obtains a significant I/O performance improvement.

4. Network I/O resource optimization in communication- in-
tensive environments

In the CCPS environment for CIA, network I/O communi-
cations between virtual nodes happen frequently. There is an
alternative to establish performance optimization strategies for
parallel application network I/O communication. The key to
improve the communication performance of parallel applica-
tions is to avoid the unnecessary message polling. To this end,
the following three approaches may be considered: a) using
blocking polling mechanisms instead of busy polling mecha-
nism; b) improving scheduling algorithms of VMM and pub-
lishing scheduling information of the guest OS to the VMM;
and c) publishing the scheduling information of VMM to the

guest OS. For the first approach, regarding the communication
scenario between different virtual machines, the blocking op-
eration should be performed on a file descriptor set, instead of
non-blocking operations implemented on the MPI library.
This method can avoid the waste of CPU resources on the
unnecessary message polling. However, this solution will
cause frequent and expensive VCPU context switch, so it
may reduce the performance and make the implementation
of block polling operations in the shared memory more diffi-
cult. In order to solve this problem, another method is pro-
posed to improve performance of communication for the par-
allel I/O application. When the process that is receiving a
message is blocked and ready to cede ownership of the pro-
cessor, it will inform the VMM to reschedule at an appropriate
time.

In order to verify the feasibility of above method, we
developed a Resource Scheduling Module (RSM) on
Xen, which will publish scheduling information of the
guest OS to the VMM and improve the scheduling ef-
ficiency of VMM. With the help of RSM, we can ana-
lyze the web server performance in a virtualized envi-
ronment. The following metrics can be used in the mea-
surement study.

a) Server throughput (i.e. the number of requests per
second). One way to measure web server performance is
to measure the server throughput in each VM at different
workload rates, namely the maximum number of success-
ful requests served per second when retrieving web
documents.

b) Aggregated throughput (i.e. the number of requests per
second). We use aggregated throughput as a metric to
compare and measure the impact of using different
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Table 2 The characteristics of data sets

Items First data set Second data set

Data access type Sequential Random

Total data size 4GB 2GB

Number of data files 10 256

Number of I/O request 327,682 327,682

Number of threads for application task 8 16
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numbers of VMs on the aggregated throughput perfor-
mance of a physical host. This metric also helps us to
understand other factors that may influence the aggregat-
ed performance.

c) Network I/O per second (KB/s). We measure the amount
of network I/O traffic in KB per second, transferred to/
from a web server during the corresponding workload.

4.2 Scheduling of cloud resources for CIA

Existing cloud resource scheduling strategies are mainly de-
signed for Internet application, but CIA has a completely dif-
ferent set of application characteristics. First, the traditional
CIA generally runs on a dedicated system or High

Performance Computing (HPC) system, so its execution envi-
ronment is dedicated or pre-configured with less dynamic re-
source scheduling. In the cloud environment of CIA, each
layer has complex functions. For example, the IaaS layer is a
virtual cluster with a group of specific constraints, the PaaS
layer is a processing framework including computing scripts
under its control, the SaaS layer is a particular application
service, and also there are possibly combination of the above
three layers, which is more complex. Therefore, the resource-
scheduling problems CIA must face are more complex. Sec-
ond, the goal of cloud resource-scheduling for CIA is to map
the virtual machines in the cluster to the appropriate physical
servers according to corresponding constraints, and enable
multi-level synergistic scheduling between physical ma-
chines, multi-core processors and virtual machines. At the
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same time, the cloud resource scheduling management needs
to consider the lifecycle management of virtual machines, as
well as resource reserves or queue sharing scheduling policies
of virtual machines, which is more complex than traditional
resource scheduling. Third, another goal of the cloud resource
scheduling for CIA is to assign processing tasks to the appro-
priate computing nodes according to various characteristics of
CIA’s component, which also increases the difficulty of re-
source scheduling. Finally, CIA has an enormous number of
components and a complex process flow, so the single reli-
ability safeguard mechanism cannot adapt to the application
characteristics of CIA. Therefore, it is necessary to establish a
better reliability safeguard mechanism to ensure the high reli-
ability of CIA.

To solve the resource schedule problems in cloud environ-
ments for CIA, we can gain inspiration from four aspects, the
resource mapping strategy, the multi-layer scheduling model,
the hybrid CPU/GPU scheduling algorithm, and the reliability
guarantee mechanism. Figure 7 shows the entire technical
framework.

1. Multi-layer scheduling model for CIA

The key to multi-layer scheduling for CIA is how to solve
the coordination-scheduling problem between multi-layer re-
sources. For example, the virtual cluster may require that ex-
ecution rate of all virtual machines must be coordinated to be

roughly the same. This scheduling demand not only includes
the problem of virtual cluster scheduling, but also the problem
of physical resources scheduling. The latter must be guaran-
teed by coordinated scheduling between virtual nodes and
physical nodes. We suggest establishing the resource schedul-
ing relationship model between virtual layers and physical
layers, and design multi-layer scheduling protocols to ensure
the harmonization of multi-layer scheduling.

2. Resource mapping strategy for CIA

The problem of resource mapping in cloud computing en-
vironments for CIA covers three aspects, the overall perfor-
mance optimization, resource utilization maximization, and
dynamic resource mapping to adapt the process complexity
of CIA. In order to completely solve the resource-mapping
problem and consider the three aspects above, we may adopt
the following three steps. The first step is to analyze and refine
the calculation and process features of CIA, and then evaluate
the physical hardware computing resources. The second step
is to establish the relationship model for different characteris-
tics of computing tasks and computing environments. The
third step is to create the resource mapping strategy for per-
formance optimization of CIA. If cloud computing resources
are abundant, in order to achieve the best overall performance
of CIA, it is necessary to maximize the communication ability
between virtual machines, especially to ensure low delay com-
munication between virtual nodes. In a cloud environment,
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there are many complex engineering tasks. If we onlymeet the
best overall performance of each CIA one by one, many glob-
al resources of cloud computing will be wasted. The best way
is to calculate the cost of each CIA, then adjust the overall
performance of a single CIA through appropriate resource
sharing and reuse, which may result in the overall maximum
effectiveness of cloud computing resources.

3. Hybrid scheduling algorithms for CPU/GPU

In order to implement a fair and effective shared
accelerator between multiple virtual machines, a feasible
solution is to add a GPU in the VMM virtualization
layer, which may provide the unified virtual accelerator
interface for application layers. When application layers
attempt to invoke the GPU interface, VMM will take
over the control for the execution, which can enable
the execution of multiple applications on the GPU in
parallel. This method can make full use of the GPU
parallel execution ability and implement hybrid schedul-
ing that combines CPU and GPU.

We propose an improved virtualization framework for
GPU/CPU, which is based on gVirtualS [42]. We intro-
duce a new component called M-CUDA (Manager of
Compute Unified Device Architecture) in VMM. This
component can isolate and schedule resources of GPUs
effectively for different virtual machines. The functions
of M-CUDA include the following characteristics. a)
Dynamic scheduling: when calculation task occupies
the GPU resource for more than a certain idle time,
M-CUDA will recycle the GPU resource. When the cal-
culation task requests GPU resources again, M-CUDA
allocates GPU resources for it. b) Load balancing: when
local calculation pressure is too high, M-CUDA will
adjust the computational load through dynamic schedul-
ing to disperse the calculation load. c) Failure recovery:
When the fault occurs, the calculation task is transferred
to the new GPU resources available.

The computational efficiency of a GPU is proportional to
the number of cores and its clock frequency. GPU global
memory size is also an important factor for computational
efficiency. If computation memory demand is greater than
the GPU global memory size, the computation task is not
completed at one time, which will introduce additional com-
munication overhead. Therefore, the scheduling algorithm of
GPU resources must consider three factors: the number of
cores, the clock frequency and the size of global memory.
To schedule GPU resources effectively, we set up a formula,
as shown in the formula (1), to indicate the comprehensive
evaluation of GPU resource loads.

L ¼ ∑N
i¼1 Si*Cið Þ

a*Gc*Fþ b*M
ð1Þ

In the formula, N indicates the number of all com-
putation tasks running on the GPU, Si indicates the
scale of the i-th computation task, Ci indicates the com-
putation complex of the i-th computation task, Gc indi-
cates the number of cores of GPUs, F indicates the
clock frequency of GPU, and M indicates the global
memory of GPU. Finally, the symbol a indicates the
impact factor of GPU computation ability and the sym-
bol b indicates the impact factor of global memory. The
value range of both a and b are between 0 and 1 and
satisfies the condition a + b = 1. The values of a and b
depend on the load property. If the load demands higher
computation ability, then the value of a is bigger, and if
the load demands higher global memory, then the value
of b is bigger.

In order to verify the process of the value set of a and b, we
assume a computation-intensive task, C = A*B, where A, B
and C are N*N matrices thus the elements of C are calculated
as the following formula (2):

Cij ¼ ∑
N

k¼1AikBkj ð2Þ

We integrated the GPU scheduling mechanism on the Xen-
based hypervisor and ran the above matrix computation task.
Figure 8 shows the relationship of the running time of the task
and the value of a.

We can see that when a ≈ 0.7, the running time of
the task is shortest. In order to compare the scheduling
performance of local-GPU with that of M-CUDA, we
ran the above matrix task on the same physical machine
in both the single-task and multi-task modes. Figure 9
shows the comparison of the running time of a single-
task mode for local-GPU and M-CUDA. We can see
that the running time of local-GPU is less than that of
M-CUDA. The main reason is that M-CUDA has inter-
nal communication and scheduling overhead. However,
with the increase of the computation scale (the value of
N), the running time of M-CUDA is almost the same as
that of local-GPU. Figure 10 shows the comparison of
finished tasks in multi-task mode for local-GPU and M-
CUDA. We can see that the number of finished tasks is
more than that of local-GPU under the premise that the
number of submitted tasks is the same. In addition,
through shared memory technology, the communication
between M-CUDA and VMM also can be reduced,
which may improve the performance of GPU/CPU
greatly.

4. Reliability guarantee mechanism for CIA

CIA has a complex process flow, and the reliability
of the whole process is necessary. An effective method
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to guarantee CIA’s reliability is a redundancy control
service, also called synchronous hot standby. The vari-
ous process stages of CIA involve various cloud ser-
vices, such as IaaS, PaaS and SaaS. The reliability of
PaaS and SaaS can be guaranteed using traditional par-
allel and distributed computing technologies, but the re-
liability of IaaS is not so simple, because it cannot be
guaranteed by the reliability of each independent virtual
machine. Redundancy control services create synchro-
nous checkpoints of all virtual machines of CIA, used
to find fault recovery points within the scope of the
cluster. When a failure occurs, all of the virtual ma-
chines will be restored from the checkpoint, thus ensur-
ing that the subsequent calculation is correct. The

difficulty is how to determine the synchronization
checkpoints of all virtual machines in a virtual cluster.
A solution is to let virtual clusters enter a specific sta-
tus, called Bhalf synchronous consistent-coordination sta-
tus^, when it begins to synchronize checkpoints. The
virtual machines that have entered this status cannot
send communication data, but can receive communica-
tion data. Until all of the virtual machines have entered
this status, they start to create consistent synchronous
checkpoints. This solution can guarantee that the check-
points of all virtual machines are consistent within the
scope of the virtual cluster. The synchronization process
may bring extra time overhead, but the influence on
overall performance of CIA is very slight.
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4.3 LCM

The CIA will give rise to the novel CPS platforms
geared towards supporting collaborative industrial busi-
ness processes and the associated business networks for
all aspects of smart enterprises and smart product life
cycles. With the support of CCPS, all the data during
product life cycles can be automatically collected and
forwarded to industrial cloud platforms using a wide
range of communication technologies, which provides
a huge possibility of realizing the LCM. Even so,
LCM is still facing some issues and challenges, such
as data mining targeting on CIA, response mechanism,
and security and privacy.

1) Data processing methods

In a practical application, we are concerned that enterprises
and individuals can rapidly extract the key information from
massive industrial data to bring values or get better services.
The current processing methods for massive industrial data
include five features. a) Bloom Filter: A Bloom Filter consists
of a series of Hash functions. b)Hashing: Hashing is a method
that essentially transforms data into shorter fixed-length nu-
merical values or index values. c) Index: Index is an effective
method to reduce the expense of disk reading and writing, and
improve insertion, deletion, modification, and query speeds.
d) Trial: Trial is mainly applied to rapid retrieval and word
frequency statistics. e) Parallel Computing: Parallel comput-
ing refers to simultaneously utilizing several computing re-
sources to complete a computation task. The classic parallel
computing models include MPI (Message Passing Interface),
MapReduce, Dryad, etc. These methods have been proved

effective in many applications. However, information of
LCM for CIA is always partially known and partially un-
known because of the complexity of CCPS and information
confidentiality. We should introduce new approaches to ana-
lyze the massive industrial data. For example, we may consid-
er using the grey systems-based techniques [43] for CIA to
tackle uncertain information more effectively and efficiently.

2) Response mechanisms

The traditional response mechanisms between customers
and service providers are realized by designing a reservation
system, which has beenwidely used in healthcare and banking
services. However, this approach has obvious deficiencies,
such as lack of real-time interaction. The platform of CCPS
can increase mutual understanding, but it results in new prob-
lems. On the one hand, customers could be reluctant to offer
more information (e.g., device status) to service providers;
they only hope for better services. On the other hand, service
providers look forward to gathering all the data during product
life cycles, so these are conflicting goals. If so, it is helpful for
product-optimization design, and offers better services for
customers. In order to achieve a good tradeoff, we must intro-
duce the rational incentive mechanisms, such as a Mechanism
of more Contributions and more Feedback Services (termed
MCFS), to attract the prospective user’s attention and
participation.

5 Conclusions

With the advances in emerging technologies, it is feasi-
ble to seamlessly integrate CPS with cloud computing,
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which provides tremendous opportunities for CIA. In
this article, we provided a brief review and outlook of
the related background, and discussed the CCPS archi-
tecture and the enabling technologies for CIA. In par-
ticular, we dissected three key challenges (virtualized
resource management techniques, scheduling of cloud
resources for CIA, and LCM) and provided possible
solutions to improve the performance and QoS of
CCPS. The future work should include the following
aspects: 1) establishment of a prototype for CCPS; 2)
information exchange mechanism among the various de-
vices; and 3) big data-based system optimization. We
believe that CCPS for CIA will attract enormous atten-
tion and research effort in the near future.
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